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Abstract. This paper presents an algorithm to optimal 
location of small generators that allows to consider the optimal 
operation of the distribution network. 
Una operación adecuada de las redes débiles permite mejorar la 
penetración de generadores distribuidos en dichas redes y 
mejorar los beneficios de su instalación. 
An optimal operation of the weak netwoks allows to improve 
the penetration of distributed generators in the above mentioned 
netwoks and to improve the benefits of its installation. The used 
algorithm is based on the heuristic technique of Tabu Search. 
The obtained results allow to check the efficiency of the utilised 
search technique and the benefits that supposes for the location 
of new generators the optimal operation of the network. 
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1. Introduction  
 
The new generation technologies make efficient and 
profitable the electric power production to smaller scale. 
Wind generators, heat and electric power generators, or 
hydroelectric mini-central give power to the distribution 
nets in points different from the traditional ones. Some 
authors [1] surveys the operational and economical 
benefits of implementing DG's in the distribution 
network. 
Others authors have approached the problem of the 
dispersed generation planning in distributions networks 
[2] - [7]. 
The authors [2] and [3] model the mathematical problem 
of the network expansion with dispersed generation. The 
paper [3] presents a new approach to dispersed 
generation planning based on Hereford ranch algorithm. 
The benefit is the minimisation of losses. 
Some [4] uses a methodology based on an economic 
optimisation tool which evaluates a range of different 
options for distributed generation. Then, the author 

applies technical software tools to consider the effects on 
energy utilisation and power quality. 
The authors [5] reviews the position of distributed 
generation with respect to the installation and 
interconnection of such units with the classical grid 
infrastructure. In particular, the status of technical 
standards both in Europe and USA, and possible ways to 
improve the interconnection situation. 
Paper [6] exploits the benefits of the distributed 
generation in the expansion investment plan of a 
distribution utility. He analyses demand-side resource 
options using feeder-and time-specific marginal costs. 
Several authors [7] use a simulation tool to analyse an 
assessment of business opportunities to invest in 
distributed generation. DG success depends on the 
location of adequate sites to strategically establish few 
DG units being a substitute to network expansion. 
In this paper, we present the incorporation the optimal 
operation in the dispersed generators planning of 
renewable energies. The location of these small 
generators can influence in the network operation. The 
simulation allows to see the effect that produces a 
dispersed generator in a network under some certain 
operation conditions. The optimisation allows to rehearse 
automatically different operation possibilities and to 
compare them. 
The algorithm, that here is presented, has been developed 
for the distribution systems and their special ones 
characteristic. It is based on Tabu Search [8]. It allows to 
consider the non linear problem by means of a model 
based on injection of currents, it considers PV-nodes to 
model the dispersed generators. 
 
2. Mathematical model 
 
Mathematically, the model consists on minimizing a non 
linear objective function f subject to certain restrictions. 

Minimise:  f(x, w)  (1) 



Subject to:  
g(x, w) = 0  
h(x, w) ≤  0  
 

where: 
w  is the vector of independent variables of control and 

decision that includes the active power and voltage in 
the generators (Pg, Vg), the regulation taps in the 
transformers (transformation relationship t, and 
relationship of angles δ.), the steps connected in the 
capacitors bank (Qc), the connection or disconnect of 
small generators and/or controlled loads (yl), 
connection or disconnect of generators (yg). 

x  is the vector of dependent variables that includes the 
voltage in PQ nodes, and the reactive power given by 
the generators and PV nodes. 

f(x, w)  is the objective function to optimize, it represents 
the generation cost with penalizations due to the 
overload of branches and overvoltages or subvoltages 
in the buses. 

g(x, w)  are the nodal restrictions due to the power flow. 
h(x, w)  are the inequations in dependent and independent 

variables due to the operation limits of the generating 
devices, the thermal limits of the lines and 
transformers, and the quality demanded to the profile 
of tensions (acceptable margins). 

 
A. Evaluation of the solutions with the objective 

function. 
 
In this case the objective function f(x, w) is the generation 
cost with penalization by overload in the feeders and 
penalization by over and sub-voltages in the buses. 
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where: 
igenf ,  cost associated to the generator i ∈  G (set of 

generators in the net), 
jramaf ,  penalty cost associated to overload of the branch 

j ∈  R (set of branches in the net), 
kbusf ,  penalty cost associated to sub- and over-voltage 

in the bus k ∈  B (set of buses in the net), 
cfi,  fixed cost associated to the operation of the 

generator i, 
ygi  variable binary that represents the switch on/off 

of the generator i, 

cvi  variable cost associated to the power supplied by 
generator i, 

Pgi power supplied by the generator i, 
iactual,j current that circulates for the branch j, 
imax,j  maximum current allowed in the branch j, 
a, n constants that permit regulates the grade of 

importance that you give to the penalizations, 
uactual,k  current voltage in the bus k, 
umin minimum voltage allowed in the buses, 
umax  maximum tension allowed in the buses.  
 
B. Technical constraints. 
 
Technical constraints are fundamentally of two types: 
operation constraints and constraints of the control 
variables. 
Inside the operation constraints are: power limits of 
feeders and transformers, and margins of the voltage 
profile. These constraints have been considered with the 
penalty of the function objective (4) and (5). 
The constraints of the control variables determine the 
values that can take the above mentioned variables and 
delimit the search space. The following restrictions have 
been considered:  
- operation limits of each generator i, 

_ min _ max

_ min _ max
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- operation limits of each capacitors bank i, 
_ min _ max

i i
c ci cQ Q Q≥ ≥  (7) 

- limits of the control parameters of each transformer i, 
min max

min max

i i
i

i i
i

t t t
δ δ δ

≥ ≥

≥ ≥
 (8) 

 
3. Tabu Search algorithm 
 
The Tabu Search belongs to the search methods for 
neighborhoods. These methods start from a feasible 
initial solution and, by means of modifications of this 
solution, are obtaining other feasible solutions of its 
environment. While a certain criterion of stop is not 
fulfilled, Its store like ideal the best of the visited 
solutions. Inside these methods, we prune to include the 
genetic algorithms and the tabu search. Along the search, 
it allows to visit one another worse solutions that the 
previous ones, in an intent of diversifying the search. In 
the same line, it forgives to repeat the movements carried 
out lately by means of the tabu list. This simple strategy 
avoids to fall in local minima when diversifying the 
search. 
 
A. Description of Tabu search. 
 
A solution of our problem comes defined by a vector si = 
{w1, w2, ... , wn-1, wn} with the values of the variables 
independent from control and decision, wk. Every 
modification of the value of a variable wk supposes going 
on to a new solution Theses modifications are named 
movements. The binary variables have two possible 
values and the continuous variables are discretissed. 
In every iteration, the best movement that is possible to 
realize from the current solution is chosen. In the Table I, 



the movement realized in each iteration is indicated with 
an arm in the corresponding variable. If the obtained 
solution is better than the previous ones it avoids. Unlike 
in the local search (that always searches the best of its 
environment and it finishes with a local optimum), the 
tabu search allows to move to worst solutions of the 
environment to avoid local minimum. 
In the Table I also is observed that is prohibited to return 
to modify a parameter during a certain number of 
iterations (in this case during two iterations). The 
prohibited movements are stored in a named Tabu list. 
In the Table I, the parameters that cannot be changed for 
belongs to the Taboo List are shaded. This mechanism 
has been observed usefully to escape of the local 
optimum and to continue strategically the search of even 
better solutions. The name of the heuristic method comes 
from this strategy. 
The search continues until a stop criterion is fulfilled. Or, 
that the best reached solution does not improve in a 
certain number of iterations, or, the maximum number of 
iterations allowed is reached. 
 

TABLE I. DEVELOPMENT OF TABU SEARCH. 
iter w1 w2 w3 w4 w5 .... wn-1 wn mov. Tabu List 

     1              w2 { w2 } 
     2              w4 { w4, w2} 
     3              w5 { w5, w4, w2}
     4              w2 { w2, w5, w4}
     5              w3 { w3, w2, w5}

 
4. Example case. 
 
A. Description of the example. 
Figure 1 represents the studied case. It is necessary to 
highlight the following aspects: Node 0 is a bus balance 
and node 45 is a PV node. All nodes have connected an 
identical load. Dispersed generators are located in nodes 
50 and 58. Lateral feeders from node 7 have inferior 
capacity. Feeders between the node 7 to node 39 
represent rural netwok. Transformer 41-42 allows shift-
phase regulation and transformer 16-17 have tap 
voltages. Capacitor bank is located in the node 33. 
There is wanted to construct a mini power central. The 
technology used to generate the above mentioned 
electricity can place with the same cost in the buses 9, 12, 
14, 16, 17, 20 y 23. 
 
B. Reached solution and changes in the operation of the 
network. 
In the base case, the current in the feeders 7-8, 8-9, 9-10 
and 10-11 exceeds a little the limit capacity. Before 
constructing the mini power central, the capacitor bank 
was supplied 16 kVAr and the transformer 16-17 was in 
the maximum regulation 1,15. 
The algorithm connects and disconnects the generators, at 
the same time that it varies the rest of the control 
parameters. Trying to improve the current situation. 
The evolution of the search is very rapid since it is 
possible to estimate in the Figure 2. The objective 
function reaches a value of 79,026 in 70 iterations. 

The final result that one obtains is the placement of a new 
generator of 25 units of power in the bus 14 (see figure 
1). There are not any limit capacity surpassed in the 
feeders, and the voltages in the nodes are inside of the 
limits. 
The same optimization but without optimal operation 
allows to locate only a new generator of 16 units of 
power in the bus 14. Besides the voltage in the bus 23 is 
lightly out of the allowed limits. 
En la Figura 3 se puede observar el perfil de tensiones de 
la red en los tres casos: caso 0 sin el nuevo generador 
pero con operación óptima, caso 1 con el nuevo 
generador y con operación óptima, caso 2 con el nuevo 
generador pero sin operación óptima. 
In the Figure 3, it is possible to observe the voltage 
profile of the netwok in all three cases: Case 0 (without 
the new generator and optimal operation), Case 1 (with 
the new generator and optimal operation), and Case 2 
(with the new generator and without optimal operation). 
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Figure 1. Example case. 

 



5. Conclusions and main contributions 
 
A search algorithm for the location of dispersed generator 
has been designed. The used algorithm is based on the 
heuristic method of tabu search. Improvements have been 
introduced to consider the modeling of dispersed 
generation (PV nodes), voltage regulators and regulated 
capacitor banks. 
The object oriented programming is a potent tool for the 
modeling and simulation of electric systems, it allows the 
definition of general structures that are particularized to 
represent concrete devices. 
The presented example demonstrates the validity and 
utility of the models and developed algorithms. 
The obtained results clarify the importance of an optimal 
operation with distributed generation. On having 
considered the optimal operation in the location of new 
distributed generators has been observed that there can 
establish more generation (in the presented example the 
generated power has increased 56.25 %) and the voltage 
profile to improve considerably. 
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Figure 2. Evolution of the objective function. 
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Figure 3. Voltage in the nodes. 
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